[bookmark: _Toc411265244][bookmark: _Ref411602736][bookmark: _Ref411602744]System Integration (WBS 130.02.04)   
[bookmark: _Toc411265245]Introduction
This chapter covers the System Integration activity of the LBNF Beamline L2 Project. The System Integration team’s responsibilities can be broken into two major areas: first, the oversight of systems for Controls, Alignment and Interlocks, and Installation Coordination.  Second, there is the task of ensuring that the interfaces between each of the subsystems of the Beamline L2 Project are complete. The Controls, Alignment, Interlocks and Installation Coordination span the entire Beamline project and must therefore be properly supported by all the interfaces in addition to the relevant components. Interface coordination involves both achieving consensus as to the location and nature of each interface and the party responsible for it. The coordination activity must also ensure proper distribution of requirements and specifications so that all the needed components are accounted for, and that they will be constructed such that they will fit together properly during installation and operate successfully. 
System Integration thus has the primary responsibility of facilitating good communication throughout the L2 project in order to prevent deficiencies and scope-related problems, and for any that are introduced, to spot them early on and make sure they get corrected. 
4.2 [bookmark: _Toc411265246]Controls (WBS 130.02.04.02)
4.2.1 [bookmark: _Toc411265247]Introduction
Any high-energy external beamline requires a robust control system to ensure proper operation. The control issues for a beamline like LBNF’s are well understood. The control system must be able to perform as follows: 
· Reliably log data for every beam pulse (this implies a digitization with appropriate throughput). 
· Plot both real-time and logged data in strip-chart form and capture all operational information for the beamline devices in a database. 
· Issue alarms for off-nominal conditions and provide power-supply controllers with ramping capability. 
· Handle the so-called slow-control subsystems: water, vacuum and temperature. 
· Provide environmental monitoring.
· Display information from the position and loss monitors along the beamline and provide an auto-tuning facility to keep the beam centered over its length without significant human intervention. 

The LBNF beamline consists of a large number of components, and the control system must have sufficient bandwidth to collect the necessary information from each component for each beam pulse. 
The Accelerator Controls Network (ACNET) provides services for process control, monitoring, timing, save-and-restore and data logging for the Fermilab accelerator complex. Since the LBNF beamline is an extension of the accelerator complex, its control requirements will be supported via ACNET. 
Given LBNF’s very high beam power, 1.2 MW with a possible upgrade to 2.4 MW, the beam energy delivered per pulse, if misdirected, is sufficient to damage beamline components. This necessitates the use of a beam-permit system to verify a host of parameters about each beam pulse before it is extracted and to issue a “permit” if everything is in order. The beam-permit system must also be able to determine when a single bad pulse has been extracted and ensure that no further pulses are extracted until the problem is resolved. LBNF will use a system developed for NuMI that has also been used for several other Fermilab beamlines. 
4.2.2 [bookmark: _Toc411265248]Reference Design
4.2.2.1 [bookmark: _Toc411265249]ACNET Controls
Controls for LBNF will be made up of standard Fermilab accelerator-control system interface and networking components. These include VME, HRM and PLC hardware with appropriate modules to provide control and monitoring of technical equipment along with commercial Ethernet switches and hubs for the networks. It should be noted that there are no plans to support the older CAMAC systems in the new LBNF areas. However, since it is unlikely that CAMAC will have been fully replaced in the MI by then, any LBNF equipment that might be installed in the MI-10 service building may be connected to ACNET via CAMAC. 
ACNET services for LBNF will include connections to existing accelerator-timing systems (TCLK and MIBS from MI-8) and to the LBNF Beam-Permit System via single mode fiber cables. 
ACNET consoles provide the ability to monitor and control accelerator operations throughout the complex. This will include the LBNF beamline and technical components. While operations are typically directed via consoles in the Main Control Room remote consoles are available at a number of locations around the complex. 
New controls for LBNF will be installed in five locations (Primary Beam Service Building (LBNF 5) Controls Room, Target Hall (LBNF 20) Controls Room, Target Hall Power Supply Room, Absorber Service Building (LBNF 30) Controls Room and Absorber Hall Instrumentation Room). LBNF user-interface displays will be configured to show the LBNF beamline as a single entity from the extraction kicker (described in Section 9.3.6) to LBNF target (described in Section 17). 
4.2.2.2 [bookmark: _Toc411265250]Beam-Permit System
The LBNF Beam-Permit System works in two modes to prevent extraction of errant pulses that could cause damage: current-pulse mode to inhibit a faulty pulse from being extracted and next-pulse mode to prevent extraction of subsequent pulses in case of a problem. 
In current-pulse mode, the beam permit system examines a few hundred parameters in the last few milliseconds before beam delivery to ensure everything is ready for the beam. All magnet power supplies are examined, and ramping to the flat-top level is checked. Beam positions of the circulating MI beam near the LBNF kicker will be examined to test the real-time orbit in the accelerator. Kicker charge level will also be checked to ensure that the desired extraction angle will be achieved. In addition, the beam-permit system will examine parameters of the MI radio frequency (RF) system to assure that the accelerating voltage is correct for nominal extraction. If anything wrong is sensed in any of the data, the kicker will be inhibited and the beam will be sent to the MI Beam Abort. 
In next-pulse mode, the beam-permit system takes many measurements after a pulse has been delivered to ensure that it was delivered properly. Chief among these are measurements from the total and local loss monitors distributed along the beamline. These monitors are sensitive to losses on the order of one part in 104 and can sense an errant beam pulse immediately after its delivery. 
Other measurements are taken from the beam-position monitors near the target, which indicate the proper delivery of beam and from an array of sensors reading out target data. In the case of an errant beam pulse, subsequent pulses are inhibited. 
When the system is tripped in either mode, further delivery of the beam is inhibited until a control-room operator provides a manual reset. Repeated permit-system trips caused by beam losses escalate the authority level required to restart the beam; authority moves to beamline experts or safety personnel, depending on the circumstances. 
The permit system has proven to be an excellent diagnostic for beamline and MI operations. If trips are kept at a low value, on the order of 5 to 10 per day, one can be reasonably sure that the beamline integrity is intact. After a down period, the permit system is used to check that the beamline is ready for re-establishment, and a single pulse is generally all that is required for start-up. 
4.3 [bookmark: _Toc411265251]Radiation-Safety Interlock Systems (WBS 130.02.04.03)
4.3.1 [bookmark: _Toc411265252] Introduction
This section describes the philosophy, policies, procedures, design, fabrication, installation, checkout and commissioning for the Electrical Safety interlock System (ESS), Radiation Safety Interlock Systems (RSS), Radiation Monitors, Radiation Air Monitors, and Radiation Frisker Stations. Underlying all safety-system designs is a commitment to providing the necessary hardware, procedures, and knowledge to personnel to ensure their well-being. Inherent in each of these systems is the concept of redundancy. 
The RSS systems are designed to protect personnel from exposure to particle beams. They are intended to prevent injury, serious overexposure or death from beam-on radiation and X-Rays. The ESS systems are designed to protect personnel from exposure to high-voltage/high-current power supplies and X-Ray producing devices. This includes the enclosure access-control interlocks, exclusion-area boundary gates, access keys and cores, emergency stop system, audio warning system, electrical-safety system, electrical-safety system interface units, critical-device controllers, the beamline critical-device-control contactors (removes 480V AC input power from critical device magnet power supplies), and associated interconnect cabling. 
The Radiation Monitors are used to detect stray radiation during beamline operations. This includes Fermilab’s “Chipmunk” radiation monitors (so-called because they emit an audible “chip” sound), and “Total Loss Monitor” (TLM) system, multiplexing (mux) monitoring network, and safety-system radiation-monitor interlock components. 
The Airborne Radiation Monitors are used to monitor the amount of radionuclides that are released to the environment during beam operations. This system includes the airborne-radiation monitors and the associated enclosure to house the components. 
The Radiation Frisker Stations are used to survey personnel and materials being removed from the beamline, Target Hall and absorber enclosures. These include the portable and wall-mounted laboratory frisker and “wallflower” detectors and installation at the enclosure entry points. 
4.3.2 [bookmark: _Toc411265253]Methods
The principal method employed by the interlock systems is to establish and maintain exclusion areas surrounding active accelerator areas, maintaining sufficient distance between beamline operating components and the closest point of approach. When potential exists for personnel to be within the defined exclusion area, the Radiation Safety Interlock System disables all operations that may create hazardous conditions. 
Electrical-safety systems, a subset of the Radiation Safety Interlock System, have been developed to provide protection from high voltage, high current, and x-ray producing devices.
Another method is redundancy. All hardware is designed such that no single failure will result in the loss of protection. To accomplish this, two separate circuits are used to detect a given condition. For example, two separate switches monitor each door to detect its status. Each of these switches in turn is connected to a separate control circuit. Thus if one switch were to fail, the other would still operate, providing the necessary protection. An extension of the redundancy concept is used in the control of radiation-safety-system critical devices, i.e., one that prevents beam from entering an area. Two critical devices will be controlled by a single radiation-safety system. When a possibility exists for personnel to be in an area, two devices are used to provide protection. 
Another key principle used in designing all safety systems, is the idea of “fail-safe” circuits. All circuits are designed in such a way that if a circuit fails, the failure would initiate a system shutdown, resulting in a safe condition. For example, if the cable that controls a device were cut, the device could not be enabled. In this way personnel are still safe. Since not all component failures can be detected by the interlock systems, functional testing in accordance with the Fermilab Radiological Control Manual (FRCM) needs to be performed at periodic intervals and test results documented to ensure reliable operations. 
“Search and secure,” a walkthrough of an area in a predefined sequence by at least two qualified persons to ensure that the area is unoccupied, is perhaps the most important method to ensure radiation and electrical safety system’s integrity is maintained.  This is required each time before beam or power supplies are enabled. The search sequence will be programmed into a Programmable Logic Controller (PLC) for the LBNF Radiation and Electrical-Safety systems. The order in which the interlocks are reset will be designed so as to ensure that no personnel are missed by the search team. 
Once an area has been searched and secured, status displays on the outside of each access door and each section gate indicate to individuals that the area is interlocked and that access is forbidden to unauthorized personnel. Immediately before beam is brought into an area or power supplies are enabled, a prerecorded message consisting of a siren and verbal announcement will be played to allow personnel, which in the unlikely event of being missed on a search, have time to safely exit the area. Audio warning speakers will be located at approximately 125-foot increments. All doors to an area are locked and the keys to open these doors are interlocked and guarded in the Main Control Room. 
Distribution of these keys is not taken lightly. Only authorized personnel are allowed access. The type of access determines the authorization level required for the individual. 
4.3.3 [bookmark: _Toc411265254]Reference Design
The Radiation Safety Interlock Systems (RSS) for LBNF extends throughout the underground enclosures with the exception of the following areas, which are to remain accessible during LBNF beamline operations. 
· LBNF Target Hall Power Supply and Utility Rooms, Controls Room, Morgue service area and truck bay 
· LBNF Absorber Hall access shaft 
· LBNF Below-Ground Absorber Hall elevator landing area 
· LBNF Absorber Sump and Pump Room and Instrumentation Room 

Areas of exclusion during LBNF beam operations are divided into three separate areas. The primary beam enclosure is interlocked to the Booster RSS (not under LBNF control). The remaining exclusion areas, the Target Hall and absorber are interlocked to the LBNF RSS. The primary beam enclosure and Target Hall are contiguous with the decay-pipe region separating the Target Hall and absorber. 
The LBNF RSS must be cleared for beam to be transmitted down the beamline. The state of the RSS is also an input to the LBNF Beam-Permit System. While not integral to the LBNF RSS, radiation “stack” monitors sample and record levels of activated air from the Pre-Target, Target Hall and absorber areas. 
4.3.3.1 [bookmark: _Toc411265255]Critical-Device Controller
In support of LBNF operations, two critical devices will be utilized and controlled by the LBNF Critical Device Controller (CDC). This controller will be permitted when it is safe to extract MI beam into the LBNF beamline. The controller will be connected to the power supplies feeding two separate bend magnet strings, both of which are required for beam to be transported to the LBNF beamline. Should the controller detect a failure of either power supply not turning off, the controller will send a failure mode signal to the Booster RSS disabling any further beam to the MI. 
4.3.3.2 [bookmark: _Toc411265256]Exclusion Areas
A new extraction pipe will be installed inside the MI enclosure connecting to the primary beam enclosure. The upstream section of the LBNF beamline, the beamline service building access point, LBNF 5, and the enclosure down to the upstream end of the Target Hall will be interlocked to the Booster CDC. 
The Target Hall Complex will be interlocked as a separate enclosure allowing for work in the Target Hall while the upstream LBNF enclosure is interlocked in support of MI area operations. 
The LBNF absorber is accessible from the LBNF 30 Service Building through the access shaft. The absorber will be interlocked as a separate enclosure. 
It is expected that no more than two personnel will be required to satisfactorily search and secure areas in the domain of the LBNF RSS. 
4.3.3.3 [bookmark: _Toc411265257]Electrical-Safety System
Electrical hazards from exposed conductors and connections will inevitably exist in the LBNF beamline from the point of extraction to the magnetic focusing horns. These hazards are typically associated with the beamline magnetic elements, introduced in Section 5, such as the extraction kickers, the Lambertsons, the dipole and quadrupole magnets and the focusing horns. The Electrical Safety System (ESS) extensions of the MI and LBNF RSS provide permitting inputs to associated power supplies in order to partially mitigate the hazard of exposed and otherwise unguarded conductors. The ESS connections to permit magnet power supplies will be available at the MI-10, LBNF 5 and Target Hall areas. Trim and correction-element power conductors and connections are guarded and connection of their associated power supplies to an ESS is not necessary.
Prior to access into the MI and LBNF tunnel areas pulsed power feeder 96/97 is de-energized. This feeder provides the input pulsed power for MI and LBNF magnet power supplies which do have exposed bus in the tunnel areas. 
4.3.3.4 [bookmark: _Toc411265258]Radiation-Loss Monitoring
Fermilab has several radiation-monitoring devices available to detect beam losses. Although the radiation-shielding assessment has not been completed, some areas of concern have been identified. Given the shape of the beamline, one area is just downstream of the apex of the embankment. Excessive beam losses in this region could potentially lead to muons directed off-site. One of two types of the radiation-monitoring devices, called a “Scarecrow,” or “TLM” will be placed here. If excessive beam losses are detected, the system will trip the LBNF Critical Device Controller (CDC) preventing further beam transport. 
Non-interlocked Chipmunk monitors will be placed at various locations around the Target Hall and absorber areas to monitor for excessive radiation rates. Fermilab’s MUX monitoring network will be extended into the LBNF area for recording of both interlocked and non-interlocked radiation-monitoring instruments. 
4.3.3.5 [bookmark: _Toc411265259]Airborne-Radioactivity Monitors
Airborne Radiation Monitors are used to monitor the amount of radionuclides released to the environment during beam operations. Airborne activation results primarily from the direct interaction of primary and secondary particles with the air (or other gaseous medium). Dust, from natural erosion, wear or work on radioactive accelerator components is a secondary source, as is third source of airborne radioactivity results from the emission of gaseous radioactivity from “hot” liquids in the radiation environment produced by the accelerator. Since the vast majority of the radioactive atoms produced are short-lived, delayed ventilation, with a delay time of one hour from production to exhaust, is used to reduce the radioactivity by roughly one order of magnitude at the air exhaust stack. Activation from the downstream LBNF primary beam, the Target Hall and the absorber areas will be monitored. 
4.3.3.6 [bookmark: _Toc411265260]Enclosure Radiation Monitors
Radiation frisker stations are used to survey personnel and materials being removed from the primary beam, Target Hall and absorber enclosures. Fermilab has a standardized pair of instruments for frisking and determining a material’s radioactive class. The laboratory standard frisker and wallflower detectors will be installed at each enclosure entry point. Emergency-exit locations will not be outfitted with frisker stations. 
4.4 [bookmark: _Toc411265261]Alignment (WBS 130.02.04.04)
4.4.1 [bookmark: _Toc411265262]Overview
This section summarizes the concepts, methodology, implementation and commissioning of the geodetic surveying (global positioning) efforts for determining the absolute positions of the LBNF beamline components at Fermilab and the location for the Far Detector at SURF. This information is critical to achieving proper aim of the neutrino beam. From this information, the beam orientation parameters are computed, as well as the alignment of the LBNF beamline. 
4.4.2 [bookmark: _Toc411265263]Design Considerations 
Clearly, directing the neutrino beam to intersect the Far Detector located 1,300 km distant from the source, is of paramount importance. Physics requirements will drive the absolute and relative alignment tolerances. 
The divergence (spatial spread orthogonal to the line of travel) of the neutrino beam at this distance is on the order of kilometers. The spectrum of neutrino energies varies with their offset from the beam’s center line, higher-energy neutrinos are closer to the center, lower-energy ones are farther out. Based on NuMI’s requirement for the energy spread, LBNF will require that the combined effect of all alignment errors must cause less than 2% change in any 1-GeV energy interval in predicting the Far Detector energy spectrum. 
To accomplish this, and prorate from NuMI to SURF, the neutrino-beam center must be within ±133 m from its ideal position at the far detector, corresponding to an angular error of ±10-4 radians. Achieving this tolerance requires precise knowledge of the geometry of the neutrino beam. Table 4-1 lists alignment tolerance requirements for the low-energy beam for NuMI, which will also be established for LBNF, with the exception of the Far Detector which was prorated to SURF. A Monte Carlo (PBEAM_WMC) was used to calculate the effect of misalignments of each beamline element for the determination of the Far Detector spectrum (without oscillations) from the NuMI’s measured near-detector spectrum. 
The requirement on the relative alignments of the beamline components and the target-station components (target and horns) is that they be within ±0.35 mm (requirement based on NuMI). To accomplish this, high-accuracy local geodetic and underground networks will be established to support the installation and alignment of the primary-beam components, neutrino-beam devices and the near detector. 
Table 4‑1: Alignment Tolerance Requirements (1)
	Position
	Tolerance

	Beam position at target 
	±0.45 mm 

	Target position - each end 
	±0.5 mm 

	Horn 1 position - each end 
	±0.5 mm 

	Horn 2 position - each end 
	±0.5 mm 

	Decay pipe position 
	±20 mm 

	Downstream Hadron monitor 
	±25 mm 

	Muon monitors 
	±25 mm 

	Far Detectors 
	±21 m 


[bookmark: _Toc411265264][bookmark: _GoBack]Reference Design
4.4.2.1 [bookmark: _Toc411265265]Geodetic Determination of the Global Positions
The computation of the geometric parameters of the beam trajectory, expressed in terms of the azimuth and the slope of the vector joining the two sites, requires precise knowledge of the absolute positions of the two ends of the vector, at the near and far sites. 
The geodetic orientation parameters of the beam, based on the absolute and relative positions of the target at Fermilab and the far detector at SURF, will be determined with GPS to a high level of accuracy in conjunction with the national Continuously Observed Reference Station (CORS) network. All other geodetic aspects related to the project, i.e. local geoid modeling, deflection from the vertical, differential tidal variations, plate tectonics, point velocities and precise azimuth determination, will be resolved and confirmed for quality assurance. 
The development in the past decade of the CORS System led us to conclude that direct GPS observations of long baselines between monuments located at Fermilab and the SURF site, combined with CORS data, would provide the most precise and reliable results. Connections derived from two or more CORS stations will ensure unprecedented positional integrity without the expense of sending additional receivers and personnel into the field. 
As a result of the ongoing collaboration, a Cooperative Agreement with the National Geodetic Survey (NGS) will be established for determining the coordinates of several points belonging to the Fermilab and SURF networks in conjunction with the CORS system. In addition to the data analyzed at Fermilab, NGS will compute an independent solution and provide geodetic coordinates for the two sites using the adjacent CORS network. 
The GPS observation campaign will follow the NGS specifications. Except for station occupation time, the specifications are similar to the High Accuracy Reference Network procedures regarding equipment setup, GPS-receiver controls, weather-data collection, and documentation. During three days of observations and using four dual-frequency receivers, three sessions of 9-10 hours of data at each site will be collected, staggering the observation start times in order to observe the complete satellite constellation orbital period of 12 hours. 
The network for determining accurately the coordinates for the Fermilab-SURF baseline is formed by four CORS stations and the two primary LBNF monuments: 66589 at Fermilab, the closest to the designed LBNF Target Hall, and a new monument near SURF’s Yates access shaft, for which the most GPS observation data will be collected. From the CORS stations adjacent to the main Fermilab-SURF baseline four were selected, two on each side of the vector in a balanced manner. Figure 4-1 shows a map of the Midwest CORS stations with the proposed network superimposed. 
 The vector solutions for the network will be processed by combining the GPS data collected by Fermilab with the data collected by the CORS stations that are made available for retrieval via the Internet. To improve the accuracy of the baseline GPS-vector computations, the satellites’ precise orbits, made available by NGS, will be used. Observed meteorological data will also be used for modeling the tropospheric effect on the GPS signal propagation. 

[image: ]
Figure 4‑1: GPS Network Tying Fermilab and SURF to the CORS System
A minimal-constraint, least-squares adjustment consisting of 72 observations (24 vectors) will be performed. Simulations and past experience form NuMI show the standard deviations of the adjusted coordinates to be in the millimeters range in all three coordinates (longitude/latitude 1–3 mm, ellipsoid height 7–10 mm) at 95% confidence level. As a measure of internal consistency, the rms of the residuals of the adjustment were 2 mm in both latitude and longitude and 6 mm in height as shown in Figure 4-2. 
The high quality of this network will be further confirmed by computing standard deviations for the spatial distances and height differences for all adjusted vectors using variance-covariance propagation. 
Past experience from NuMI shows that standard deviations for the spatial distances are less than 5 mm (this includes lines across the network). The height differences have standard deviations of 10–15 mm. 
Past experience from NuMI shows that a comparison between the two sets of results, computed independently by Fermilab and NGS, indicated differences on the mm level for the longitude and latitude and amounting up to 10 mm in height. These differences can be explained by the fact that the computations were performed independently in two reference frames: (International Terrestrial Reference Frame (ITRF96) and North American Datum (NAD 83) and that temporal tidal variations were not accounted for in the computations. The NAD 83 reference frame is defined such that the North American tectonic plate does not move as a whole relative to it. On the other hand, relative to the ITRF, even points located on the rigid part of the North American tectonic plate move continuously at rates ranging from 9 to 21 mm/year in the United States. 
[image: ]
Figure 4‑2: Residuals in Latitude/Longitude and Residuals in Height
4.4.2.2 Coordinate Transfer at the Homestake Mine from Surface to 4850 Level
The proposed method for determining the location at the 4850 level of the Homestake mine with respect to the geodetic coordinates system established at the surface is through inertial measurements techniques. Based on past experience from NuMI, we will contract The Department of Geomatics Engineering from the University of Calgary to perform a survey through the Yates and Ross deep mine shafts using a HG Honeywell 2001 Inertial Navigation System (INS) unit. Considering that errors in the meter range would not be significant with respect to the large divergence of the neutrino beam, we require that the rms be below 1 meter. 
The inertial survey technique makes use of an Inertial Measuring Unit (IMU) composed of three accelerometers and three gyroscopes to output specific forces and respective angular velocities from the orthogonal sensor triads. The outputs are used in a dead-reckoning method which after initialization provides three dimensional geodetic coordinates at a high data rate. The accuracy of the results depends, besides the quality of the hardware, on the method used to estimate systematic errors inherently present in the sensors. Table 4-2 presents the HG Honeywell 2001 sensors performance specifications.
Table 4‑2: HG Honeywell 2001 INS sensor performance specifications
	Performance Parameter
	Class II 1.0 nmi./h

	gyro bias uncertainty (deg/h)
	0.003

	gyro random noise (deg/ sqrt(h))
	0.001

	gyro scale-factor uncertainty (ppm)
	1

	gyro alignment uncertainty ( arc sec)
	?

	accelerometer bias uncertainty (mGal)
	10-25

	accel. scale-factor uncertainty (ppm)
	50

	accelerometer alignment uncertainty (sec)
	5

	accelerometer bias trending (mGal/sec)
	?

	   pos
	0.5 m at ZUPTs every 3 min

	  acceleration
	net bias < 50 mGal
short term bias < 3 mGal



After the calibration of the inertial system, multiple determinations will be performed by running the unit, which will be rigidly attached in the center of the elevator car, through the access shafts between the surface and the 4850 level of the mine. For NuMI, the comparison between the runs showed an agreement of 0.040 m in height and longitude and about 1 m in latitude. Although it met the given requirements, the latitude discrepancy was most likely caused by an initial azimuth misalignment between the IMU system and the surface geodetic control system, which will be corrected by additional observations.

By setting the inertial system data collecting rate to 1 second during the elevator runs we will also obtain a fairly precise mapping of the 4850 feet deep access shafts. Moreover, the inertial system will be used as a redundant method to check the orientation of the 4850 level local reference system with respect to North. The results obtained for NuMI indicate an agreement with our 1998 Gyro determinations to 2 arc seconds (0.01 mrad). 

For the final computation of the geometric parameters of the beam trajectory we will use the geodetic coordinates provided by the tie to the CORS national network and the updated location of the 4850 level of the Homestake mine provided by the inertial system survey. 
4.4.2.3 [bookmark: _Toc411265266]Primary Surface Geodetic Network at Fermilab
The geodetic reference for supporting the construction and positioning of the LBNF project is derived from a high-accuracy local surface network. The existing Fermilab/MI master control network, which has a relative positional accuracy better than 2 mm, includes the monuments surveyed during the CORS tie campaign, and will be supplemented with six geodetic monuments, providing densification around the access points. Figure 4-3 shows a simplified version of the network geometry. 
The LBNF absolute-positioning-tolerance requirements call for extensive combined GPS, terrestrial and astronomic surveys. The computations will be performed in the NAD 83 system, which uses the Geodetic Reference System (GRS 80), which consists of a global reference ellipsoid. Simulations and past experience from NuMI show that minimal-constraint least-squares adjustment consisting of more than 410 observations will yield absolute error ellipses in the mm range at the 95% confidence level. 
Precise astronomical azimuth determinations will be performed on two MI geodetic monuments surveyed during the CORS campaign. Those monuments, with wide visibility over the LBNF upstream area covering the entire beamline, will be used extensively during the project as reference for transferring absolute coordinates from the surface into the underground tunnels and halls. They will also serve as a calibration baseline for the surveying tool, a DMT-brand Gyromat 2000 precision gyroscope. Based on experience from NuMI, the standard deviation of the azimuth over three nights of observations was 0.66 arc seconds (0.003 mrad). 
[image: ]
Figure 4‑3: Fermilab LBNF Surface Geodetic Network
The vertical alignment of the beamline components along the vector joining the two sites relies on leveling measurements, which use as a reference surface the geoid, defined as the equipotential surface of the Earth’s gravity field at mean sea level. The general shape of the geoid over a large area, in other words, is determined by gravitational parameters. 
The non-homogeneity of the earth and the surrounding Fermilab topography may not change dramatically enough to raise major concerns for distortions of the gravity equipotential surfaces. However, for the purpose of aiming the neutrino beam correctly, it is important to consider local variations in the gravity field in order to precisely determine the gravity vector at the origin. This information also allows precise determination of the magnitude of corrections that will compensate for deflections from the vertical. 
Since the LBNF beamline originates from the MI, the study of the local geoid model covering the Fermilab area developed in the mid-1990s was used to help determine the exact spatial geometric relationship between the Tevatron and the new MI. With both high-precision GPS and geodetic leveling measurements available for a rather large number of monuments covering the site, the geoid height at those points was calculated differentiating between GPS ellipsoidal height and the orthometric height from geodetic leveling. The local geoid model then used a best-fitting surface employing a second-order polynomial and a spline function to interpolate heights at other points where surveying data was not available. The results show that the accuracy for computing relative geoid heights and the two components of the deflection of the vertical were in the range of ±3 mm and respectively ±0.1- 0.2 arc seconds with respect to the local origin. 
The local geoid model was compared with the Geoid93 model provided by the National Geodetic Survey (NGS). Based on over 1.8 million terrestrial and ship gravity values, the model uses a Fast Fourier Transform (FFT) method to compute the detailed geoid structure which, combined with an underlying OSU91A geopotential model, produces a geoid height grid with a 3’ x 3’ spacing in latitude and longitude referred to as the Geodetic Reference System 1980 (GRS 80) normal ellipsoid. The values for the intermediary points are then interpolated by using locally a biquadratic fit function. NGS estimates that the comparison of the Geoid93 model with combined GPS and levelling yields roughly a 10-cm accuracy (one sigma) over length scales of 100 km. Better accuracy is expected over shorter lengths. 
The comparison between the two models shows differences up to 5 mm, consistent with the expected values. Furthermore, this is also an indication that there are no local gravity anomalies (local variations in the gravity field) not modeled by the national model for this area, at least at this level of sensitivity. 
The LBNF beamline falls in the 1.5-mm range of those differences, well within the estimated accuracy for the local or the national geoid models. The national geoid model was considered sufficient to cover the tolerance requirements for the project. As a result, the Geoid93 and Deflec93 provided by NGS were used in the LBNF geodetic computations. 
4.4.2.4 [bookmark: _Toc411265267]High-Accuracy Sub-Surface Control Network
The final primary-beam trajectory is of crucial importance to LBNF. To minimize the relative errors between the beamline components, target and horn alignment and to provide dynamic monitoring of their relative positions, a high-accuracy control network with strict tolerances will be implemented. Relative component positions established to ±0.35 mm (1]) are expected throughout the extraction enclosure, transfer tunnels and Target Hall. The residuals from the NuMI Target Hall to the MINOS Near Detector, as shown in Figure 4-4, provide an example of the degree of coordinate uncertainty in a measured system like LBNF. 
Network simulations of different models have led to an optimized design of the number (six) and locations of vertical sight risers. This is sufficient to provide azimuthal constraints and to control the scale of the network. 
The configuration of the control network is limited by the geometry of the tunnels and halls. Studies and past experience with NuMI have led to a configuration based on chains of polygons. In order to improve the isotropy of the network and compensate for the weaknesses caused by the poor ratio between the sides of polygons, additional measurements spanning adjacent polygons are added. 
[image: ]
Figure 4‑4: Distribution Observation Residuals for the Target and Near Detector Halls in MINOS
[bookmark: _Toc411265268]Installation Coordination (WBS 130.02.04.05)
This activity provides the management oversight of the day-to-day activities taking place in the installation areas and the framework for sequencing and scheduling the installation tasks. The scope of this role is driven by the need of balance the resources required in four distinct installation sub-projects.  In addition, there is a need to ensure that all activities are conducted with a consistent level of safety and quality assurance throughout the entire project.  The role of Installation Coordination is distinct from the actual task of installation.  Its role is primarily the coordination of installation activities and will be led by an Installation Coordinator. The responsibility for the design, fabrication and installation of each element of the Beamline L2 Project resides in its appropriate subsystem. 
Installation Coordination will draw on the experiences of previous installations such as NuMI, and the lessons learned from more recent installation projects such as ANU.  In addition, the team will be organized in a manner that advantageously uses the project management tools being implemented throughout the laboratory. The implementation of Installation Coordination will begin with the managerial role of sequencing and controlling the activities in each of the areas (as illustrated below).  Each area (e.g., Main Injector, Primary Beamline, Target Complex, and Absorber Hall) will be under the supervision of either an Operations Specialist or a Floor Manager whose job it is to oversee the overall installation activity taking place in the area and to supervise the daily activities of task managers who are leading the work crews in each area. Floor Managers will report directly to the Installation Coordinator. 
[image: ] Figure XX: Primary Beamline Areas of InstallationMain Injector
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The responsibilities of the Floor Manager, which include, directing the day to day activities, are described in detail in the Installation Coordination Plan. During the period of installation, daily “tool box meetings” will be held along with a regular end-of-week installation meeting.  The tool box meeting will be led by the Floor Manager and all workers expecting to be conducting activities in the work area will be present.  The content of this briefing will include a task list, significant work activities, potential interferences to be avoided, changes in priorities, etc.  The end-of-week meeting will be held with the Installation Coordinator and Deputy, the Floor Managers from all areas, and the ES&H Manager to review the progress of the week and discuss issues that have arisen. This meeting will also be used as a status update in preparation for the Weekly Summary Meeting
The Weekly Summary Meeting will be held at the beginning of the week to review the past week’s progress and highlight any issues that have arisen.  This meeting will be attended by the Neutrino Beamline Project Management Team, the Level 3 and Level 4 Managers, ES&H team members, and the Floor Managers from all areas.  The expectation is that this meeting will be held at the beginning of the week so that any issues that have arisen may be addressed expeditiously.   It is expected that as issues arise which impact cost and schedule, they will be discussed if not resolved. 
The Installation Coordination Plan offers a more comprehensive description of the responsibilities of each member of the Installation Coordination Team.
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