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Indirect Detection
Indirect detection is a promising avenue for dark matter discovery

Monochromatic Photons
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Fermi LAT
Today, the Fermi LAT is one of the best probes of high-energy 

gamma rays from dark matter annihilation
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Sensitive to energies from 
20 MeV to > 300 GeV

Launched June 11, 2008

Scans over the whole sky every 
three hours



Outline

Current Status:
The Galactic Center Excess

Two Hypotheses:
Dark Matter and Point Sources 

Distinguishing the Hypotheses:
Photon Count Statistics



GeV Photon Excess
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FIG. 10: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di↵use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at ⇠1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

ing to a statical preference for such a component at the
level of ⇠17�. In Fig. 8, we show the spectrum of the
dark-matter-like component, for values of � = 1.2 (left
frame) and � = 1.3 (right frame). Shown for compari-
son is the spectrum predicted from a 35.25 GeV WIMP
annihilating to bb̄. The solid line represents the contribu-
tion from prompt emission, whereas the dot-dashed and
dotted lines also include an estimate for the contribution
from bremsstrahlung (for the z = 0.15 and 0.3 kpc cases,

as shown in the right frame of Fig. 2, respectively). The
normalizations of the Galactic Center and Inner Galaxy
signals are compatible (see Figs. 6 and 8), although the
details of this comparison depend on the precise mor-
phology that is adopted.

We note that the Fermi tool gtlike determines the
quality of the fit assuming a given spectral shape for
the dark matter template, but does not generally provide
a model-independent spectrum for this or other compo-
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High statistical significance



Template Analysis
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For a given pixel, find the photon contribution of each component in 
each energy bin

Use spatial information of the different source components to 
determine whether they contribute in a given pixel

Likelihood maximization determines overall normalization of each 
component in the region of interest, for a given energy bin



The Signal
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FIG. 6: Left frame: The spectrum of the dark matter component, extracted from a fit in our standard ROI (1� < |b| < 20�,
|l| < 20�) for a template corresponding to a generalized NFW halo profile with an inner slope of � = 1.18 (normalized to the
flux at an angle of 5� from the Galactic Center). Shown for comparison (solid line) is the spectrum predicted from a 43.0 GeV
dark matter particle annihilating to bb̄ with a cross section of �v = 2.25⇥10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢

local

]2. Right frame:
as left frame, but for a full-sky ROI (|b| > 1�), with � = 1.28; shown for comparison (solid line) is the spectrum predicted from
a 36.6 GeV dark matter particle annihilating to bb̄ with a cross section of �v = 0.75⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢

local

]2.

of the Galactic plane; masking the region with |b| < 2�

changes the preferred value to � = 1.25 in our default
ROI, and � = 1.29 over the whole sky. In contrast to
Ref. [8], we find no significant di↵erence in the slope pre-
ferred by the fit over the standard ROI, and by a fit only
over the southern half (b < 0) of the ROI (we also find
no significant di↵erence between the fit over the full sky
and the southern half of the full sky). This can be seen
directly from Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons). The best-fit values
for gamma, from fits in the southern half of the standard
ROI and the southern half of the full sky, are 1.13 and
1.26 respectively.

In Fig. 6, we show the spectrum of the emission cor-
related with the dark matter template in the default
ROI and full-sky analysis, for their respective best-fit
values of � = 1.18 and 1.28.6 We restrict to energies
50 GeV and lower to ensure numerical stability of the
fit in the smaller ROI. While no significant emission is
absorbed by this template at energies above ⇠10 GeV,
a bright and robust component is present at lower en-
ergies, peaking near ⇠1-3 GeV. Relative to the analy-
sis of Ref. [8] (which used an incorrectly smoothed dif-
fuse model), our spectrum is in both cases significantly
harder at energies below 1 GeV, rendering it more con-

6 A comparison between the two ROIs with � held constant is
presented in Appendix A.

sistent with that extracted at higher latitudes (see Ap-
pendix A).7 Shown for comparison (as a solid line) is the
spectrum predicted from (left panel) a 43.0 GeV dark
matter particle annihilating to bb̄ with a cross section
of �v = 2.25 ⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢

local

]2,
and (right panel) a 36.6 GeV dark matter particle anni-
hilating to bb̄ with a cross section of �v = 0.75 ⇥ 10�26

cm3/s ⇥ [(0.4GeV/cm3)/⇢
local

]2. The spectra extracted
for this component are in moderately good agreement
with the predictions of the dark matter models, yielding
fits of �2 = 44 and 64 over the 22 error bars between 0.3
and 50 GeV. We emphasize that these uncertainties (and
the resulting �2 values) are purely statistical, and there
are significant systematic uncertainties which are not ac-
counted for here (see the discussion in the appendices).
We also note that the spectral shape of the dark matter
template is quite robust to variations in �, within the
range where good fits are obtained (see Appendix A).

In Fig. 7, we plot the maps of the gamma-ray sky
in four energy ranges after subtracting the best-fit dif-
fuse model, Fermi Bubbles, and isotropic templates. In
the 0.5-1 GeV, 1-3 GeV, and 3-10 GeV maps, the dark-
matter-like emission is clearly visible in the region sur-
rounding the Galactic Center. Much less central emission
is visible at 10-50 GeV, where the dark matter compo-
nent is absent, or at least significantly less bright.

7 An earlier version of this work found this improvement only in
the presence of the CTBCORE cut; we now find this hardening
independent of the CTBCORE cut.

Approximately spherically symmetric, centered on Sgr A*

Extends up to 10˚ off the plane

Flux fall off radially as ~ r-(2.2-2.6)

Daylan et al. [1402.6703]



Diffuse Background
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Figure 14. Spectrum of the GCE emission for model F (black dots) together with statistical and
systematical (yellow boxes, cf. figure 12) errors. We also show the envelope of the GCE spectrum for
all 60 GDE models (blue dashed line, cf. figure 7).
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Figure 15. Geometry of the ten GCE
segments used in our morphology anal-
ysis, see table 3.

#ROI Definition ⌦ROI [sr]

I, II
p
`2 + b2 < 5�, ±b > |`| 6.0⇥ 10�3

III, IV 5� <
p
`2 + b2 < 10�, ±b > |`| 1.78⇥ 10�2

V, VI 10� <
p
`2 + b2 < 15�, ±b > |`| 2.93⇥ 10�2

VII, VIII 5� <
p
`2 + b2 < 15�, ±` > |b| 3.54⇥ 10�2

IX 15� <
p
`2 + b2 < 20� 1.51⇥ 10�1

X 20� <
p
`2 + b2 1.01⇥ 10�1

Table 3. Definition of the ten GCE segments that are
shown in figure 15, as function of Galactic latitude b and
longitude `, together with their angular size ⌦ROI.

the fit. The definition of the segments aims at studying the symmetries of the GCE around
the GC: Allowing regions in the North (I, III, and V) and South (II, IV, and VI) hemisphere,
as well as in the West (VII) and East (VIII) ones, to vary independently, we can test the
spectrum absorbed by the GCE template in the di↵erent regions of the sky. Moreover, with
the same segments, we can investigate its the extension in latitude.

To facilitate the study of morphological properties of the excess, we furthermore allow
additional latitudinal variations in the ICS components of the individual GDE models. We
split our ICS component into nine ICS segments, corresponding to 9 latitude strips with
boundaries at |b| = 2.0�, 2.6�, 3.3�, 4.3�, 5.6�, 7.2�, 9.3�, 12.0�, 15.5� and 20�. We then allow
the normalization of the ICS strips to vary independently, though we keep the normalization

– 30 –

Calore, Cholis, and Weniger [1409.0042]

Evidence for excess emission appears to be robust even under 
uncertainties in diffuse emission models



New Injection Sources
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FIG. 3. Hadronic �-ray flux density at 2 GeV from an approximately central source of high-energy protons integrated over the line-of-sight.
We show impulsive sources of increasing age in all panels with the exception of the bottom-right which shows a continuously emitting source
in steady state. For each map, the fluxes are normalized to the maximum. For the ease of comparing the morphology of the claimed GCE in
Ref. [21] and shown in their fig. 9, we employ a linear scale in the three upper panels. The three lower panels employ, instead, a logarithmic
scale to enhance the features of the emission outside the Galactic plane region. Also overlaid are reference reticles in increments of 2 degrees
and indicators of the Galactic plane mask |b| < 1�. All maps have been smoothed by a Gaussian of width � = 0.25� to match Ref. [21].

millisecond pulsars, much of the Galactic ridge would remain
at a lower relative luminosity.

Quantitatively examining the angular profile for each
source at a variety of different radii shows that within ±45

�

of the north and south Galactic poles, there is a high degree
of spherical symmetry with typical (positive) variations on
the order of 20% with respect to the flux at Galactic north.
At larger angles, however, the flux rapidly rises as one ap-
proaches the Galactic plane to values many times larger than
the Galactic north flux. Although this does significantly illu-
minate the Galactic plane, it is unclear how important a role
this plays in the analysis of Daylan et al [21], where spherical
symmetry was tested by scanning the axis ratio of the (now el-
lipsoidal) dark matter template. Their analysis found a strong
statistical preference in both the inner Galaxy and Galactic
center analyses for an axis ratio of approximately 1 : 1± 0.3.
While this template distortion does provide a simple test, its
geometry is not physically motivated and does not correctly
probe the bar+sphere shape expected from a central hadronic
source.

In Appendix C of Ref. [21], the authors examine the ex-
cess in two regions: north/south, defined by angles within

the 45� of the poles, and east/west, defined as the comple-
mentary region dominated by the Galactic disk. While both
regions exhibit an excess, the E/W template shows a signifi-
cantly enhanced peak of the signal compared to a flatter N/S
spectrum [21]. This seems to indicate that either the Fermi-
bubbles template absorbs much of the excess N/S emission,
or that the emission is, in fact, more extended along the disk,
as is seen in our benchmark models with a central cosmic-
ray proton source. In further testing the axis-ratio, Ref. [21],
again, uses ellipsoidal projections of the NFW emission, this
time allowing the template to rotate (there is still no test for a
rectilinear disk component), finding a small statistical prefer-
ence for an axis ratio of 1 to 1.3-1.4 elongated at an angle of
⇡ 35

� counter-clockwise from the Galactic disk. It is possi-
ble that this component of the excess is in fact a component of
an extended central molecular gas bulge, as advocated e.g. in
Ref. [43], which is oriented at ⇠ 14

� CCW and is not modeled
by the cylindrically symmetric Galprop gas model and that,
as a result, is therefore not included in Fermi Diffuse Galactic
template.

In Appendix 4 of Ref. [21] the hypothesis of an excess pro-
ton density is tested by adding an additional template based
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New population of cosmic-ray 
protons injected at the GC

Correlated with gas distribution 
-- spatial morphology?

Example 1

Petrovic, Serpico, Zaharijas [1405.7928]

Inverse Compton emission off 
high-energy electrons injected 
with 1052-53 ergs of energy 
about 106 years ago
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Figure 2. Left Panel: Latitude profile of the inverse Compton emission from an electron
population injected t0 (red, solid), 0.3 t0 (orange, dashed) and 3 t0 (blue, dotted) years ago
(where t0 = 1 Myr). Right Panel: The spectra of the inverse Compton emission (the same
color scheme) at 5� away from the Galactic plane. The overall energetics is given in units of
E0 = 3 ⇥ 1052 erg, and energy losses are expressed in terms of the default value b0, which
assumes w ⇠ 4 eV cm�3. The orange dashed line at the bottom indicates the bremsstrahlung
contribution to gamma ray emission 5� away from the GC.
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Figure 3. Latitude profile (left) and the spectra of the inverse Compton emission at 5� away
from the Galactic plane (right), for the electron population injected t0 = 1 Myr ago, with
a source of E0 = 3 ⇥ 1052 erg, calculated with our default values for the set of parameters
(solid). In addition, the di↵usion index is varied to 0.3 D0 (dashed) and 3 D0 (dotted), where
D0 (10 GeV) = 6⇥ 1028 cm2s�1.

bursting event could also inject a population of high energy protons in the medium,
which would as well produce gamma ray emission and additional secondary electrons
in the interactions with the interstellar gas. In that scenario, the considerations devel-
oped here should be modified, notably because of the much longer energy loss timescales
(proton propagation is typically di↵usion dominated) and because of the di↵erent ef-
ficiency in generating gamma-ray radiation. Additionally, gamma ray emission would
correlate with the gas distribution, which is not the case for the model here. In this
article we do not consider a hadronic scenario further, but it is plausible that it could
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Dwarf Galaxies

Ackermann et al. [1503.02641]

Six years of data from Fermi LAT used to search for gamma-ray emission 
from 15 dwarf spheroidal satellite galaxies

Constraints fall below the thermal relic cross section for dark matter masses 
less than ~100 GeV (bb annihilation channel)
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FIG. 1. Constraints on the DM annihilation cross section at 95% CL for the bb̄ (left) and ⌧+⌧� (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300
randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected
sensitivity while the bands represent the 68% and 95% quantiles. For each set of random locations, nominal J-factors are
randomized in accord with their measurement uncertainties. The solid blue curve shows the limits derived from a previous
analysis of four years of Pass 7 Reprocessed data and the same sample of 15 dSphs [13]. The dashed gray curve in this and
subsequent figures corresponds to the thermal relic cross section from Steigman et al. [5].
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FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [33], 112 hours of observations
of the Galactic Center with H.E.S.S. [34], and 157.9 hours of observations of Segue 1 with MAGIC [35]. Closed contours and
the marker with error bars show the best-fit cross section and mass from several interpretations of the Galactic center excess
[16–19].

DM distribution can significantly enlarge the best-fit re-
gions of h�vi, channel, and mDM [36].

In conclusion, we present a combined analysis of 15
Milky Way dSphs using a new and improved LAT data
set processed with the Pass 8 event-level analysis. We ex-
clude the thermal relic annihilation cross section (⇠ 2.2⇥
10�26 cm3 s�1) for WIMPs with mDM

<⇠ 100 GeV annihi-
lating through the quark and ⌧ -lepton channels. Our
results also constrain DM particles with mDM above
100 GeV surpassing the best limits from Imaging Atmo-
spheric Cherenkov Telescopes for masses up to 1 TeV.
These constraints include the statistical uncertainty on
the DM content of the dSphs. The future sensitivity to

DM annihilation in dSphs will benefit from additional
LAT data taking and the discovery of new dSphs with
upcoming optical surveys such as the Dark Energy Sur-
vey [37] and the Large Synoptic Survey Telescope [38].
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In conclusion, we present a combined analysis of 15
Milky Way dSphs using a new and improved LAT data
set processed with the Pass 8 event-level analysis. We ex-
clude the thermal relic annihilation cross section (⇠ 2.2⇥
10�26 cm3 s�1) for WIMPs with mDM

<⇠ 100 GeV annihi-
lating through the quark and ⌧ -lepton channels. Our
results also constrain DM particles with mDM above
100 GeV surpassing the best limits from Imaging Atmo-
spheric Cherenkov Telescopes for masses up to 1 TeV.
These constraints include the statistical uncertainty on
the DM content of the dSphs. The future sensitivity to

DM annihilation in dSphs will benefit from additional
LAT data taking and the discovery of new dSphs with
upcoming optical surveys such as the Dark Energy Sur-
vey [37] and the Large Synoptic Survey Telescope [38].
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Evidence for 8 new dwarf candidates from Dark Energy Survey

These stellar overdensities range in heliocentric distance from 30-300 kpc
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Fig. 1.— Locations of 27 known Milky Way satellite galaxies (blue; McConnachie 2012a) and eight

DES dwarf galaxy candidates (red) in Galactic coordinates (Mollweide projection). The coordinate

grid shows the equatorial coordinate system with solid lines for the equator and zero meridian.

The gray scale indicates the logarithmic density of stars with r < 22 from SDSS and DES. The

large contiguous region in the northern equatorial hemisphere shows the coverage of SDSS (Ahn

et al. 2014). The full DES footprint is outlined in red, and is now partially filled in by a region of

⇠ 1,600 deg2 near to the Magellanic Clouds and a region of ⇠ 200 deg2 overlapping with the SDSS

Stripe 82 field along the celestial equator. Both fields were observed during the first year of DES

and that compose the Y1A1 data set.

Known satellite galaxies
DES candidates
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the catalog values.
In contrast to Ackermann et al. [19], we modeled the

dSph candidates as point-like sources rather than spa-
tially extended Navarro, Frenk and White (NFW) DM
density profiles [37]. This choice was motivated by the
current uncertainty in the spatial extension of the DM
halos of these new objects. Previous studies have shown
that the LAT flux limits are fairly insensitive to mod-
eling dSph targets as point-like vs. spatially extended
sources [17]. We fit for excess gamma-ray emission asso-
ciated with each target in each energy bin separately to
derive a set of flux constraints that are independent of the
choice of spectral model. The Poisson likelihoods from
each bin were combined to form global spectral likeli-
hoods for di↵erent DM annihilation channels and masses.

No significant gamma-ray emission was observed from
any of the DES dSph candidates. We show the bin-by-bin
integrated energy-flux 95% confidence level upper limits
for each dSph candidate in Figure 2.

By assuming a specific DM di↵erential gamma-ray
yield (dN�/dE� for a given m

DM

and annihilation chan-
nel), we calculated the test statistic (TS) for signal de-
tection by comparing the likelihood values both with and
without the added dSph candidate template (see Equa-
tion 6 in Ackermann et al. [19]). The most significant
excess for any of the DM masses, annihilation channels,
and targets we consider here was TS = 6.7, correspond-
ing to a local signficance6 of 1.5� (p = 0.06) and a global
significance of 0.26� (p = 0.40). This coincides with

6 To convert from TS to a p-value, we use the TS distribution

DES J0335.6�5403 when considering a DM particle with
m

DM

= 25GeV annihilating into ⌧+⌧�.7

ESTIMATING J-FACTORS FOR THE DES DSPH
CANDIDATES

The DM content of the DES dSph candidates can-
not be determined without spectroscopic observations of
their member stars. However, it is possible to derive up-
per limits on the DM annihilation cross section under the
assumption that these candidates possess DM distribu-
tions similar to the known dSphs. Our estimates for the
astrophysical J-factors of these candidates are motivated
by two established relationships. First, the known dSphs
have a common mass scale in their interiors, roughly 107

M
�

within their central 300 pc [38]. Additionally, the
half-light radius of a dSph and the mass within the half-
light radius have a simple scaling relation [39, 40].

In the analysis that follows, we used the ten ultra-
faint SDSS satellites with spectroscopically determined

measured from performing our search for gamma-ray emission
in 800 random blank sky fields [17, 19]. The reported p-value
includes a trials factor from testing multiple dark matter masses
and channels at each location. We report the significance as the
inverse survival function of a normal distribution for the stated
p-value (one-sided significance).

7 We note that the radio continuum source PMN J0335�5046 is
located ⇠ 0.�1 from the center of DES J0335.6�5403. It is not a
cataloged blazar, but has radio and infrared spectral character-
istics consistent with blazars detected by the LAT.

Excess in Reticulum?

A. Drlica-Wagner et al. [1503.02632]

Analysis of Pass 8 data from Fermi Collaboration yields 
no significant excess
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tially extended Navarro, Frenk and White (NFW) DM
density profiles [37]. This choice was motivated by the
current uncertainty in the spatial extension of the DM
halos of these new objects. Previous studies have shown
that the LAT flux limits are fairly insensitive to mod-
eling dSph targets as point-like vs. spatially extended
sources [17]. We fit for excess gamma-ray emission asso-
ciated with each target in each energy bin separately to
derive a set of flux constraints that are independent of the
choice of spectral model. The Poisson likelihoods from
each bin were combined to form global spectral likeli-
hoods for di↵erent DM annihilation channels and masses.

No significant gamma-ray emission was observed from
any of the DES dSph candidates. We show the bin-by-bin
integrated energy-flux 95% confidence level upper limits
for each dSph candidate in Figure 2.

By assuming a specific DM di↵erential gamma-ray
yield (dN�/dE� for a given m

DM

and annihilation chan-
nel), we calculated the test statistic (TS) for signal de-
tection by comparing the likelihood values both with and
without the added dSph candidate template (see Equa-
tion 6 in Ackermann et al. [19]). The most significant
excess for any of the DM masses, annihilation channels,
and targets we consider here was TS = 6.7, correspond-
ing to a local signficance6 of 1.5� (p = 0.06) and a global
significance of 0.26� (p = 0.40). This coincides with

6 To convert from TS to a p-value, we use the TS distribution
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ESTIMATING J-FACTORS FOR THE DES DSPH
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The DM content of the DES dSph candidates can-
not be determined without spectroscopic observations of
their member stars. However, it is possible to derive up-
per limits on the DM annihilation cross section under the
assumption that these candidates possess DM distribu-
tions similar to the known dSphs. Our estimates for the
astrophysical J-factors of these candidates are motivated
by two established relationships. First, the known dSphs
have a common mass scale in their interiors, roughly 107
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within their central 300 pc [38]. Additionally, the
half-light radius of a dSph and the mass within the half-
light radius have a simple scaling relation [39, 40].

In the analysis that follows, we used the ten ultra-
faint SDSS satellites with spectroscopically determined

measured from performing our search for gamma-ray emission
in 800 random blank sky fields [17, 19]. The reported p-value
includes a trials factor from testing multiple dark matter masses
and channels at each location. We report the significance as the
inverse survival function of a normal distribution for the stated
p-value (one-sided significance).

7 We note that the radio continuum source PMN J0335�5046 is
located ⇠ 0.�1 from the center of DES J0335.6�5403. It is not a
cataloged blazar, but has radio and infrared spectral character-
istics consistent with blazars detected by the LAT.
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no significant excess
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FIG. 1: Energy spectrum of events detected within 0.5� of
Ret2 (red points), with Poisson error bars. The number of
events detected in each energy bin is shown. Two background
estimates are shown: 1) the sum (solid black) of the Fermi
Collaboration’s models for isotropic (dashed) and galactic dif-
fuse (dot dash) emission at the location of Ret2, and 2) the
average intensity (gray triangles) within 3306 ROIs that lie
within 10� of Ret2 and overlap neither known sources nor the
ROI centered on Ret2.

decade between 0.2 GeV and 300 GeV). The fig-
ure also shows two estimates of background. First,
the solid black line represents a two-component back-
ground model that is derived by the Fermi col-
laboration (http://fermi.gsfc.nasa.gov/ssc/data/
access/lat/BackgroundModels.html). It is the sum
of the isotropic spectrum iso source v05.txt (dashed
black line) and the di↵use interstellar emission model
gll iem v05 rev1.fit (dot dashed). The latter is aver-
aged over the 1� region surrounding Ret2 (we confirmed
that the curve does not change for any choice of radius
within 5�). Second, gray triangles indicate an empirical
estimate of background, showing the average intensity
within 3306 ROIs that fall within 10� of Ret2 and do not
overlap with any source masks, the central ROI, or the
boundary of the 10� region (see Fig. 3, right panel). The
two estimates of background show good agreement. Be-

tween 2 GeV and 10 GeV, the spectrum from Ret2 clearly

rises above the expected background.

To derive a detection significance we employ the follow-
ing method (see [41] for details). Each event in the ROI is
assigned a weight w(E, ✓) based on its energy E and an-
gular separation ✓ from the ROI center. The test statistic
T =

P
w(Ei, ✓i) is the sum of the weights of all events in

the ROI, with larger values of T providing evidence of a
signal. In this approach, the most powerful weight func-
tion for testing the background-only hypothesis is given
by w(E, ✓) = log[1+s(E, ✓)/b(E, ✓)], where s(E, ✓) is the
expected number (in a small dE, d✓ range) of events due

to dark matter annihilation for the alternative hypothe-
sis (signal) and b(E, ✓) is the expected number from all
other sources (background).

The expected signal depends on the dark matter parti-
cle properties (mass M , annihilation cross section h�vi),
the dark matter content of the dwarf galaxy (parame-
terized here by the single quantity J [e.g. 47]), and the
detector response (exposure ✏ and PSF):

s(E, ✓)

dEd✓
=

h�viJ
8⇡M2

dNf (E)

dE
⇥✏(E)PSF(✓|E)2⇡ sin(✓). (1)

For annihilation into a final state f , dNf/dE is the num-
ber of �-rays produced (per interval dE) per annihilation.
We adopt the annihilation spectra of Cirelli et al. [48],
which include electroweak corrections [49]. Note that the
unknown J value is exactly degenerate with h�vi.

We quantify the signal’s significance by calculating its
p-value: the probability that background could generate
events with a total weight greater than the one observed
for the ROI centered on Ret2. We also quote “� values”,
CDF�1(1 � p), using the standard normal CDF.

First we compute significance by modeling the back-
ground in the central ROI as an isotropic Poisson process.
This procedure is justified by Ret2’s location in a quiet
region that is far from known sources and strong gradi-
ents (see Fig. 3, right panel). Specifically, we assume that
1) the number of background events within 0.5� of Ret2 is
a Poisson variable, 2) background events are distributed
isotropically, and 3) their energies are independent draws
from a given spectrum. Under these assumptions the test
statistic is a compound Poisson variate whose PDF we
can calculate for any weight function and any adopted
background spectrum [41]. There is no assumption that
the PDF follows an asymptotic form such as �2.

We consider four possible energy spectra for the back-
ground b(E, ✓). The first two are sums of the Fermi Col-
laboration’s isotropic and galactic-di↵use models, where
the latter is averaged within either 1� or 2� of Ret2. We
refer to these spectra as ‘Di↵use 1’ (this is the same back-
ground model shown in Fig. 1) and ‘Di↵use 2’. The third
is an empirically-derived spectrum (‘Empirical 1’) using
events between 1� and 5� from Ret2 (excluding masked
sources). Below 10 GeV, this spectrum is a kernel den-
sity estimate, with each event replaced by a Gaussian
with width 20% of its energy. Above 10 GeV we fit a
power law with exponential cuto↵. Finally, we bin the
same events (30 bins between 0.2 GeV and 1 TeV) in
order to construct a fourth possible background spec-
trum (‘Empirical 2’), where the intensity between bin
centers is found by linear interpolation in log(intensity).
Figure 2 shows significance of the detected �-ray signal
from Ret2 for various annihilation channels and for each
background model. In every case, the significance peaks
above 4�, with little dependence on choice of background
spectrum.

A. Geringer-Sameth et al. [1503.02320]
Hooper and Linden [1503.06209]
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mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We
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Calore, Cholis, & Weniger [1409.0042]
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Figure 1. Numbers of simulated MSPs in our regions of interest (
p
b2 + l2  5�, |b| � 2� ) in

0.2 logarithmic size gamma-ray flux bins, for parameter values spanning our parameter space:
we explore the values of the maximal luminosity of MSP, Lmax = 1. (1.5, 3.) ⇥ 1037 [ph s�1]
shown with (Solid) (Long-Dashed, Dot-Dashed) lines. Each color band shows results for three
assumptions on the luminosity index ↵L varying between 2 (Orange), 1.5 (Blue) and 1 (Green),
shown respectively from top to bottom, on the left of the figure. Note that the lines corresponding
to the same value of ↵L (same color band) but di↵erent Lmax (linestyles) are intersecting, as
indicated by the di↵erent intensity of color shading. Vertical lines show the current Fermi LAT
point source sensitivity in our ROI taken from [22] (Solid line) in addition to two times improved
(Dashed) and four times improved (Dotted line) sensitivity.

↵L = 1 ↵L = 1.5 ↵L = 2

F (> 10�10 ph cm�2 s�1)/ F (> 4 10�12 ph cm�2 s�1) 94% 82% 52%

Table 4. Ratio of the cumulative flux of the simulated MSP sample above the flux of 10�10 ph
cm�2 s�1, to the total cumulative flux calculated above our lowest flux bin, 4 ⇥ 10�12 ph cm�2

s�1. Numbers are given for the case with Lmax = 1.5⇥ 1037 ph s�1.

events as large as 3 would still be compatible at 95% with a lack of observations. Note
that at the moment it is unclear if/how many MSPs from this region of the sky have been
detected, yet. This is a tricky problem since the definitions of a source detection and its
identification as belonging to a particular class of objects may di↵er. In the case of the
2PC catalog used for this study, additional requirements are clearly demanded to enter the
catalog, such as detection of a pulsation from the source. The numbers obtained in our table
are in this respect optimistic, representing a number of spectrally identified ‘pulsar like’
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ered in Ref. [47] do not yield spectra that are compat-
ible with the observed emission) [3, 4, 6]. In the case
of a burst dominated by high-energy cosmic ray elec-
trons, in contrast, such an event could potentially yield
a somewhat more spherically symmetric distribution of
gamma-rays (due to their inverse Compton scattering
with radiation rather than with the disk-like distribution
of gas) [50], although the accompanying bremsstrahlung
emission would be disk-like. It is very difficult, however,
to simultaneously account for the observed spectrum and
morphology of the gamma-ray excess in such a scenario.
Furthermore, the energy-dependance of diffusion would
lead to a more spatially extended distribution at higher
energies, in contrast to the energy-indepenent morphol-
ogy reported in Ref. [1].2

The second category of proposed astrophysical expla-
nations for the gamma-ray excess are scenarios involving
a large population of unresolved gamma-ray sources. Mil-
lisecond pulsars (MSPs) are known to exhibit a spectral
shape that is similar to that of the observed excess, and
have thus received some attention within this context [3–
8, 53]. In this letter, we discuss what is known about
the spectrum, luminosity function, and spatial distribu-
tion of millisecond pulsars in the Milky Way, and use
this information to evaluate whether they might be able
to account for the observed gamma-ray excess.

The Measured Spectra of Millisecond Pulsars: We have
recently reported measurements of the gamma-ray spec-
tra of 61 MSPs observed by the Fermi Gamma-Ray
Space Telescope, using data collected over a period of
5.6 years [54]. The best-fit spectrum of this collection
of (stacked) sources is shown in Fig. 1, and compared to
the spectrum of the observed gamma-ray excess. Over-
all, the spectral shape of the gamma-ray excess is fairly
similar to that observed from MSPs, and this comparison
has motivated an unresolved population of such sources
as a possible source of the Galactic Center gamma-ray
excess. At energies below ⇠1 GeV, however, the spec-
trum observed from MSPs is significantly softer than is
exhibited by the excess.

At this time, a few comments are in order. First, if
the observed catalog of gamma-ray MSPs is not repre-
sentative of the overall population, it is possible that
the stacked spectrum could differ from that produced
by a large and unbiased collection of such objects. The
gamma-ray emission from globular clusters is dominated
by MSPs, and their spectra has often been presented as

2 When considering models which invoke extreme physical condi-
tions to account for the excess at the Galactic Center, it may be
necessary to reevaluate the contributions from pion production,
bremsstrahlung, and inverse Compton emission. In the forthcom-
ing study of Calore et al. [51], a wide range of diffuse emission
models are considered, accounting for a wide variety of physi-
cal conditions in the inner region of the Galaxy, finding that a
spherical excess with a profile similar to that predicted by dark
matter annihilations is preferred by the data in all models (see
also Ref. [52]).

FIG. 1: The measured spectral shape (blue error bars) and
best fit parameterizaation (blue dashed) of the stacked emis-
sion from 61 millisecond pulsars observed by Fermi [54] (black
dashed) compared to that of the observed gamma-ray ex-
cess [1] (black error bars). Also shown is the spectral shape
from the stacked emission from 36 globular clusters (red er-
ror bars) [54], and the spectrum predicted from a 35.5 GeV
WIMP annihilating to b¯b (black solid).

that of an unbiased sample of MSPs. The spectra ob-
served from Fermi’s globular clusters (shown in Fig. 1
as red error bars [54]) is even softer than that from
MSPs [54], however, and provides a very poor fit to the
observed excess.

Prior to the study of Ref. [1] and their application
of cuts to CTBCORE [46], significant systematic uncer-
tainties complicated the determination of the low-energy
spectrum of the gamma-ray excess (for an illustrative ex-
ample, see Fig. 10 of Ref. [8]). After cutting on CTB-
CORE, however, the shape of the low-energy spectrum
is much more robust to variations in analysis procedure.
And while imperfections in the diffuse emission model
used may impact the spectral shape of the excess, the
variations considered in Ref. [51] do not favor the possi-
bility of a significantly softer low-energy spectrum than
was found in Ref. [1].

The Observed Distribution of MSPs in the Milky Way:
Along with many MSP detections made at radio wave-
lengths, Fermi has reported the observation of gamma-
rays from 62 MSPs. While most of these objects have
been found in or around the disk of the Milky Way, some
have also been observed to reside within globular clus-
ters. In the left frame of Fig. 2, we plot the distribu-
tion of Fermi’s MSPs on the sky. This population has
been shown to be well described by a thick disk-like dis-
tribution, with an exponential scale height of ⇠0.5-1.0
kpc [56, 57]. In the right frame of Fig. 2, we use a MSP
thick-disk distribution model fit to this population to
estimate the morphology predicted from the unresolved
members of this population (solid contours). This pre-
diction is very elongated along the disk, and does not

Cholis, Hooper, Linden [1407.5583, 1407.5625]

Derive luminosity function from observed 
nearby millisecond pulsars

↵L ' 1

We remain agnostic to details of point-
source population

Parametrize model in terms of a few 
physical parameters
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Outline

Current Status:
The Galactic Center Excess

Two Hypotheses:
Dark Matter and Point Sources 

Distinguishing the Hypotheses:
Photon Count Statistics



The Flux PDF

Intensity distribution of source determines photon counts per pixel

collection of Npix pixels
nk is number of pixels with k photons

pk =

nk

N
pix

= flux PDF

Generating function analytically determines flux PDF

Generating Function

P(t) =
1X

k=0

pk t
k

Flux PDF

pk =
1

k!

dkP(t)

dtk

���
t=0

t = auxiliary variable



Uniform Diffuse Emission
Example: photons from diffuse emission that is uniform in the ROI

Generating function reproduces Poisson distribution

Generating Function

P(t) = exp [x (t� 1)]

Flux PDF

p

k

=
1

k!

d

kP(t)

dt

k

���
t=0

! x

k

k!
e

�x

Poisson distribution gives probability 
of finding k photons in a given pixel
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Dark Matter-Only

Intensity Profile

Best-fit DM parameters
NFW profile with γ=1.26

DM annihilation results in spatially varying,
non-uniform diffuse emission

Flux PDF is more complicated than simple Poissonian



Point Source-Only

Intensity Profile

Best-fit point-source parameters

Flux PDF for point source emission is also not Poissonian

pk should be larger at both small and large k, relative to DM case



Point-Spread Function (PSF)

A finite PSF redistributes flux from a point source over multiple pixels

point source

PSF

Assuming a Gaussian PSF with σ=0.18˚, 
most pixels contain less than 60% of the flux from the point source



Point Sources w/PSF



Diffuse Background

Diffuse background model contains a Galactic component 

Generated using default parameters in GALPROP



Diffuse Background

Challenging to distinguish the DM and point source scenarios by eye
once diffuse background is included

Requires a careful statistical analysis



Total Flux PDF

Total generating function is the product of the generating functions for 
each of these sources

Inner Galaxy contains contributions from Galactic diffuse emission, 
and (potentially) dark matter or point sources

P(t) = GDM(t)⇥GBkgd(t)

Generating Function Flux PDF

pk =
1

k!

dkP(t)

dtk

���
t=0

t = auxiliary variable



Total Flux PDF
main differences still at low/high photon counts



The Likelihood Function

Bayesian evidence for a given model is given by prior-weighted 
average of the likelihood

4 Bayesian model comparison

Thus far, we have demonstrated how to calculate the flux PDF for dark-matter and point-
source models of the excess. We now investigate whether the observed flux PDF can provide
evidence in favor of one of these two models, using the framework of Bayesian model com-
parison. For a review of model comparison (and Bayesian methods, in general), see ref. [70];
we simply provide a brief overview here.

In the context of Bayesian inference, the definition of a model (or a hypothesis) M
must specify its parameters ✓, which range over the parameter space ⌦M, as well as the prior
distributions p(✓|M) for these parameters. Given a data set d, the Bayesian evidence for the
model M is given by the prior-weighted average of the likelihood p(d|✓,M) as follows:

p(d|M) =

Z

⌦M

d✓ p(d|✓,M)p(✓|M) . (4.1)

Thus, models with larger parameter spaces ⌦M are penalized in the evidence; this disfavors
overfitting the data, and may be seen as a formal expression of the principle of Occam’s
razor.

In our analysis, the data set d is given by the observed flux PDF — i.e., the number of
pixels n

k

in the ROI that contain k photons. The likelihood function is then

p(d|✓,M) =
k

maxY

k=0

[p
k

(✓)N
pix

]nk

n

k

!
e

�pk(✓)Npix

,

(4.2)

where p
k

is the predicted flux PDF and ✓ = {xp
var

,↵} specifies the model parameters. Because
the calculation of the evidence requires that the likelihood function be evaluated at many
points in the parameter space, it is worthwhile to use recurrence relations and analytic results
to speed up the calculation of the p

k

. We describe these methods in appendix A. In addition,
we employ the MultiNest package [71] to calculate the evidence.

In eq. (4.2), only the pixels with photon counts below some k

max

are accounted for in
the likelihood. We choose k

max

= 25, which is essentially the cuto↵ below which individual
point sources are no longer resolved.8 Note that this is a conservative choice, as it only uses
the information contained in the statistical fluctuations of the counts below the detection
threshold, and ignores the extra information provided by detected sources. In an analysis of
the actual Fermi data, choosing k

max

in this way will avoid contamination from bright sources
that are members of other point-source populations. We make this choice here as well, even
though our simulated model of the gamma-ray sky does not contain such populations.

Given two models M
0

and M
1

, the ratio of their evidences

B

10

=
p(d|M

1

)

p(d|M
0

)
(4.3)

is called the Bayes factor. A Bayes factor B
10

> (<) 1 indicates that an increase (decrease)
of the belief in favor of M

1

over M
0

is supported by the data set d. The strength of this
belief is usually determined by interpreting the Bayes factor with respect to the empirically

8The cuto↵ should roughly be the total counts from the faintest detected source and the di↵use background
in the pixel where the source is located. The faintest detected source in the ROI contributes ⇠20 photons in
the relevant energy range [63], and the Galprop model for the di↵use background yields an average of ⇠7
photons per pixel in the ROI and energy range.
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source models of the excess. We now investigate whether the observed flux PDF can provide
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points in the parameter space, it is worthwhile to use recurrence relations and analytic results
to speed up the calculation of the p
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we employ the MultiNest package [71] to calculate the evidence.

In eq. (4.2), only the pixels with photon counts below some k
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are accounted for in
the likelihood. We choose k

max

= 25, which is essentially the cuto↵ below which individual
point sources are no longer resolved.8 Note that this is a conservative choice, as it only uses
the information contained in the statistical fluctuations of the counts below the detection
threshold, and ignores the extra information provided by detected sources. In an analysis of
the actual Fermi data, choosing k
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the relevant energy range [63], and the Galprop model for the di↵use background yields an average of ⇠7
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Model Comparison

Dark Matter + Diffuse

Model 1

Point Source + Diffuse

Model 2
vs.

NFW, � = 1.26

m� = 35 GeV, bb̄

1 free parameter: normalization

NFW, � = 1.26

1 free parameter: A

2.1.2 Non-uniform di↵use emission

The Galactic di↵use background and WIMP annihilation both result in spatially varying,
non-uniform di↵use emission. For non-uniform di↵use emission, the mean photon count per
pixel depends on the position of the pixel, so we denote it as x

p

var

, where the superscript
labels the pixel number. By averaging over the individual flux PDFs in each pixel, we can
find the average flux PDF over the ROI. This is obtained by averaging the Poisson generating
function for each pixel:

1X

k=0

p

k

t

k =
1

N

pix

N

pixX

p=1

exp [xp
var

(t� 1)] ⌘ G(t) . (2.6)

The net result is a flux PDF that is more complicated than a simple Poissonian.

2.1.3 Point-source emission

Finally, if the photons are emitted from a population of point sources, then the flux PDF
in the ROI does not follow a Poisson distribution. Intuitively, the p

k

should be larger at
both small and large k, relative to the case of uniform di↵use emission. The larger values
of p

k

at small k are due to the empty or faint pixels between bright sources, while those at
large k result from the fact that some pixels contain individual bright sources or multiple
sources that are cumulatively bright. The derivation of the p

k

for point sources is detailed in
appendix A of ref. [43], and we simply state the result here. Let x

m

be the mean number of
sources per pixel in the ROI that contribute m observed photons to the pixel that contains
them. The generating function is then given by

1X

k=0

p

k

t

k = exp

" 1X

m=1

x

m

(tm � 1)

#
⌘ P (t) . (2.7)

Notice that the generating function for uniform di↵use emission given by eq. (2.5) is equivalent
to that for a population of “1-photon” point sources (i.e., one with nonzero x

1

and all other
x

m

vanishing).
The generating function for point-source emission is thus determined by the mean num-

ber of m-photon sources per pixel, x
m

. The value of x
m

depends on the source-count dis-
tribution dN/dS, which gives the total number of sources N in the ROI that individually
contribute an average of S photon counts:

x

m

=
1

N

pix

Z
dS

dN

dS

S

m

m!
e

�S

. (2.8)

Here, we assume that if a point source contributes an average of S counts, then the probability
of observing m photons from that source is given by the Poisson distribution with mean S.

As in ref. [43], we consider source-count distributions that are modeled by a broken
power law, which is specified by four parameters — the normalization A, the location of the
break S

b

, and the indices n
1

and n

2

above and below the break, respectively:

dN

dS

= A

8
<

:

⇣
S

Sb

⌘�n

1

, S � S

b

,

⇣
S

Sb

⌘�n

2

, S < S

b

.

(2.9)

– 5 –4 free parameters: A, Sb, n1, n2

dN/dL / L�1.4 , L
max



Bayes Factor

4 Bayesian model comparison

Thus far, we have demonstrated how to calculate the flux PDF for dark-matter and point-
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= 25, which is essentially the cuto↵ below which individual
point sources are no longer resolved.8 Note that this is a conservative choice, as it only uses
the information contained in the statistical fluctuations of the counts below the detection
threshold, and ignores the extra information provided by detected sources. In an analysis of
the actual Fermi data, choosing k
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in this way will avoid contamination from bright sources
that are members of other point-source populations. We make this choice here as well, even
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is supported by the data set d. The strength of this
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in the pixel where the source is located. The faintest detected source in the ROI contributes ⇠20 photons in
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Conclusions

GeV Excess at the Galactic Center is a potentially interesting 
dark matter signal, but other explanations must be explored

The use of photon count statistics provides a concrete way
to determine whether the photon distribution is non-Poissonian

The photon count procedure may be used to 
distinguish between dark matter and point-source models


